Introduction

In the growing applications of language models scientists, engineers, and the general
public, users typically act as if these models have knowledge about the world. However, many
problems with the accuracy and consistency of this knowledge can be demonstrated, which
creates a need for greater scrutiny and understanding into the knowledge behaviors of
language models. In one recent example which makes this kind of understanding necessary,
OpenAl suggests to use language models to autonomously perform alignment research:

“Language models are particularly well-suited for automating alignment research
because they come “preloaded” with a lot of knowledge and information about human values

»”1

from reading the internet.

For alignment research and other potentially high impact applications of language
models, it is critical to understand the nature of the knowledge encoded in a model before it is
used. Existing tests are insufficient for this task. I advocate for the use of knowledge graphs as
a formalism to extract knowledge encoded in language models, in order to provide
complementary methods to existing language model evaluation techniques.

I begin with an exposition on the motivating problem, which goes up into the section
“What are problems with WSC”. Then I explain some commonly known problems with
language model evaluation tasks up until the section “Better Representations”.

What are language models?

To speak about this, some definitions are needed. This is a question about machine
learning technologies. The field of machine learning is concerned with constructing computer
systems that automatically improve through experience. Machine learning systems
approximate a procedure to generate the right output given any input, which improves as it is
given more examples of correct input-output behavior®. There are many relevant properties of
machine learning systems that we will discuss further.
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Language models are a specific kind of machine learning system. In particular, they act
as probability distributions of word sequences’. Given an unfinished sentence as input, a
language model can output the words that are most likely to complete the sentence. This kind
of model is trained on samples of natural language, often from scraping text from the internet.

Today, language models are used in chatbots, text generation, translation, text
summarization, Code completion. Increasingly effective method of working with language, the
technology has potential to find greater applications, inform research in neuroscience and
artificial intelligence*.

In this report we will focus on the properties of large pre-trained language models
such as GPT-3, BERT, XLNet. These are called foundation language models, but we will just
refer to them as language models. Despite promises to improve the world, the lack of
interpretability and transparency pose difficulties for the safe and trusted usage of language
models.

Why interpretability of language models is important

Much has been written already about this topic, so we’ll just mention a few relevant points.
Interpretability for artificial intelligence, roughly speaking, is the practice of understanding
how a model works’. This can be divided into two separate settings of understanding:
Transparency and explainability, also referred to as transparency interpretability and post-hoc
interpretability®.

e Transparency is concerned with how a system functions internally. We can talk about
transparency into a system in the three following fashions: Functional transparency
(Understanding the algorithms a system uses), structural transparency (Understanding
how the system is implemented in code or hardware), and run transparency
(Understanding the input data used when the system was run).”
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e [Explainability is concerned with how a system behaves when run. This area uses
methods of evaluation, visualization, and explanation to better understand model
behavior.?

Model transparency is a critical need in Al from the perspective of scientists, engineers,
and the general public, as present-day large scale models are being created with high
capabilities but low interpretability. This lack of transparency hinders our capacity to provide
confident explanations for model behaviors and to identify when models are potentially
operating on the basis of unreliable dataset artifacts. To enable sufficient trust in our models,
itis necessary that we understand the extent and robustness of their capabilities.

Interpretability plays a big role in ensuring that Al systems are aligned. Interpretability tools
provide a way to check that an Al system is aligned with what we would like it to do.
Furthermore, the insights gained from interpretability can also inform the design of further
safer and interpretable systems’. As mentioned earlier, OpenAl proposes to use language
models to perform alignment research. Even if interpretability tools do not end up working for
sufficiently advanced Al systems, the budding use of Al research assistant systems which will
assist in alignment research (like hitps:/elicit.org/, and OpenAlI’'s proposal), upon which

interpretability does work, means that interpretability tools will ultimately, directly or
indirectly, inform concerns about alignment.

Therefore, we take it that interpretability is important. We are concerned with
interpretability in language models - because, as mentioned In particular, the ways in which
transparency interpretability is lacking.

This write-up is concerned with the functional transparency and run transparency of
language models. In particular we advocate for knowledge graphs as a formalism in post-hoc
evaluation tasks to better inform research into functional and run transparency. I believe
interpretability can be improved through the combination of different kinds of techniques ™.
More specifically, though we seek to inform better interpretation of the knowledge encoded in
language models.
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Why Interpretability of knowledge in language models is important

The concept of knowledge in language models needs clarification. On a high level, we can
interpret the knowledge in language models by interpreting the sentences a model generates.
We attach information and meaning about the world to words, and language models
manipulate sequences of words. Therefore, we can interpret language models as manipulating
information about the world. In this fashion, the level of abstraction upon which we interpret
language models is by using human semantics to interpret the sentences it outputs. There are
certainly other levels of abstraction to interpret the knowledge in language models - for
instance by considering the internal weights of nodes in a neural network. However, I contend
that post-hoc interpretation of language model output is presently the most practical sense in
which to think of knowledge in language models.

To add more clarity to the concept of knowledge, the Stanford encyclopedia of
philosophy gives a definition of knowledge as “justified true belief” which we will refer to for
greater clarity.

How would one evaluate the justified true belief within a language model? The more
straightforward aspect to address is truth. On a high level, language models operate by
constructing sequences of words. These words can be given a semantic interpretation (what it
means, how it interacts with the meaning of other words) and then the combined meaning of
the string of words can be interpreted. Language exists as a form of communication, and only
has meaning when interpreted. We can interpret the outputs of language models by assigning
to each word the semantic interpretation it normally has for us in everyday language. It is
under that interpretation that we evaluate whether the output of a language model is true or
not.

Evaluating belief and justification is nearly impossible due to the lack of functional
transparency into language models. In assuming language models “justify” or “believe” their
outputs, we implicitly ascribe to a language model an internal representation of the world.
Animal researchers do this". Given input as words, the language model processes those words
in some way using its internal representation of the world, before producing output. By
considering language models as having knowledge, we create a framework for interpreting the
behavior of a language model within an internal model of the world.

Ultimately, it is practical to consider language models as having knowledge for the
simple fact that in most applications of language models, users act as if they have knowledge.
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Under these assumptions, interpreting the knowledge capacities of language models becomes
ever more important as these systems become increasingly prominent within the field of Al as
well as the world at large. As mentioned earlier, OpenAl proposes to use language models to
perform alignment research. Even if language models do not ultimately factor into advanced Al
systems, the budding use of Al research assistant systems which will assist in alignment
research (like https:/elicit.org/, and OpenAI’s proposal), means that the knowledge stored in

language models, directly or indirectly, inform important concerns about alignment. Their safe
usage today will inform the future of society. We would like that the knowledge stored in
language models is accurate and not actively harmful towards society. In short, it is simply just
prudent to know what knowledge is in a system, before deploying that system. However,
interpreting the knowledge in language models is not a trivial task.

When treating language models as if they have knowledge, problems arise since a
language model’s internal representation of the world does not necessarily align with a human
representation of the world. For instance, the word “strawberry”, when interpreted using an
average English speaker’s representation of the world, refers to a small, juicy red fruit with
seeds on its surface. For a system which can be used to generate sequences of words, one can
ask whenever the system outputs the sentence “Gavin ate a strawberry”, whether or not the
system also internally also represents the word “strawberry” as a small, juicy red fruit with
seeds on its surface®. It is imaginable that the model could interpret “strawberry” in its
internal representation of the world as a round orange-colored citrus. Somewhere along the
line while the model was trained, these two concepts got mixed up. We also can’t rule out the
possibility of a system having a completely alien interpretation of the word “strawberry”. And
the same goes for any other word. Insert citation here.

In the small case this misalignment in meaning is insignificant - this happens all the
time in everyday conversation, and gets resolved with a simple verbal suggestion or reference
to the dictionary. However, when specifying the goals of complex Al systems, this
misalignment with human representations of the world can pose problems as the system must
model increasingly complex words and concepts. This can be thought of a concern about the
ontology of a system - where ontology is defined as the set of domain concepts and their
properties and relationships with each other”. The problem of specifying the goals of a system
with a potentially misaligned ontology has been termed the ontology identification problem.
The programmer of an Al system wants to ensure that the system's ontology enables it to
pursue the goals the programmer specified, even as that ontology may be updated ™. Ontology
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identification is a major subproblem of eliciting, which is itself a major subproblem of Al
alignment. This is explained in greater detail in this document from ARC.

Some of these misalignments may arise due to the architecture of models or training
procedures used. A more fundamental problem for the misalignment of language models is in
its training data; what we represent in text is often not representative of the characteristics of
the actual world. This is called the reporting bias problem®. The fundamental question is, how
much information about the world is actually encoded in text? As a hypothetical example
consider the fact that people have eyes and the fact that people have spleens. In most pieces of
text, we would expect there to be many mentions of people having eyes than people having
spleens (beautiful eyes, metaphors about eyes). Respectively, we expect much fewer mentions
of people having spleens, because it is less interesting and usually implicit. Without assuming a
correct model of human anatomy, we can imagine a language model may encode the fact that
it is more likely for a person to have eyes than to have a spleen, even though that’s not
accurate. People typically report things that are atypical, while normal, everyday things are
typically left implicit for the reader to infer.

Now given that we act as if language models have knowledge, and due to reporting bias
that knowledge may not accurately represent the goals we want a system to pursue, we return
to the issue of transparencys; it is difficult to diagnose misalignment of knowledge due to the
opacity of language models. Knowledge is encoded in the statistical associations between
words defined by the weights of the network, and not easily examinable. We want to identify
the knowledge of a language model. It is important that the knowledge is aligned with
reality/our goals. Transparency into this knowledge is helpful.

For interpreting knowledge in language models, it is useful to examine their behavior
post-hoc. We care about the knowledge encoded by the model when expressed through the
language it outputs. Without functional transparency, the only way to examine the knowledge
expressed through language is by post-hoc interpretation. That’s what researchers have
typically done presently. SuperGLUE, a general purpose language capabilities benchmark
proposed in 2019, has several subtasks designed for the purpose of evaluating knowledge
capabilities®. One of these is the Winograd Schema Challenge, or WSC, one of the most
well-known tests for commonsense reasoning in language models.
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How have people historically assessed the knowledege in language models?

In 2011, Levesque and his colleagues proposed the Winograd Schema Challenge, a
reading comprehension task for language models, for evaluating the intelligence of a machine-
in particular, its commonsense reasoning capabilities”. They believed that the existing tests,
including Turing and Captcha, were too easy for systems to game, so they designed this
challenge as a better alternative. The task looked at hand-crafted sentences with a single
ambiguous pronoun, where the goal was to pick the correct referent of the pronoun. One
example is:

The trophy doesn’t fit in the brown suitcase because it’s too big. What is too big?
Answer o: the trophy
Answer 1: the suitcase

They made sure every sentence had a dual, where a single word could be switched to
change the referent of the pronoun, while maintaining the grammatical acceptability of the
sentence. This ensured that the referent of the pronoun was dependent on the meaning of the
sentence, rather than purely its syntactic structure. The dual of the above sentence is:

The trophy doesn’t fit in the brown suitcase because it’s too small. What is too small?
Answer o: the trophy
Answer 1: the suitcase

Further examples can be examined here. As one can imagine, this task is fairly intuitive
for people to perform., but nontrivial for machines. Levesque et al contend that the “a system
will need to have commonsense knowledge about space, time, physical reasoning, emotions,
social constructs, and a wide variety of other domains”*. Ever since the beginning of the field
of Al, researchers have been interested in is a form of knowledge called “common sense”". This
includes facts about the world such as: “if I push a cup off the table it will break™, “The cause of
something must happen before its effect”, “if I injure someone they will feel pain”, etc.

However, this kind of knowledge is fairly ill-defined. In some sense, it just refers to the sum of

knowledge that a system needs to be intelligent.

A collection of 273 Winograd Schemas became a canonical commonsense-reasoning
evaluation task, referred to as WSC273. This evaluation task was striking because of its

" Heclor Levesque et al., "The winograd schema challenge." In Thirteenth international conference on the principles of knowledge
representation and reasoning. 2012.
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naturalness and simplicity. It was also polarizing on the question of whether success on this
task actually indicated intelligence or not. For the past decade, this task has inspired the
creation of numerous new commonsense reasoning benchmarks (WNLI*°, WinoGrande®,
WinoLogic*, etc.) and challenged NLP researchers’ engineering skills.

Recent years have seen remarkable progress on the WSC. In 2015, a human baseline of
02% was established for the Winograd Schema Challenge *. In 2016 a formal competition was
held for the WSC, but no systems which entered did better than chance. In May 2019, Kocijan et
al. achieved 72.5% accuracy on WSC273 using pre-training. In November 2019, Sakaguchi et al
achieved 90.1% on WSC273*. Reaching near-human performance on this commonsense
reasoning task demonstrates great promise for the knowledge and reasoning capabilities of
language models. However, further inspection of the WSC and similar knowledge-assessing
benchmarks reveal limitations in these tests as accurate indicators of knowledge.

What are problems with WSC and similar evaluation tasks

In many cases, progress on the WSC can be attributed to poor evaluation, artifacts in
the test set, and supervised fine-tuning on particular evaluation tasks®. This is not to say that
the WSC tells us nothing about the knowledge capabilities of language models, it is just
difficult to distinguish between the knowledge behavior being assessed for and other
capabilities that the model may have picked up during its training. For example, we find that
when models are fine-tuned on the WSC task, they pick up on idiosyncrasies of the format of
the task. Indeed, many of the words in the sentences of each task are not even necessary for
determining the correct answer. Elazar et al found that a fine-tuned RoBERTa was able to
perform above chance (64.88%) even when half of each WSC sentence was removed. Similarly,
when instead removing both nouns from each sentence, fine-tuned RoBERTa was also able to
perform above chance (60.72%)*. This is all compared to a baseline performance of 89.71% on
WSC. This indicates the syntactic format of the WSC task encodes a non-negligible amount of
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information that can be exploited by language models to pick the correct answer, beyond the
semantic information expected to be used by knowledge and reasoning capabilities.

This kind of behavior persists even when disregarding the fine-tuning of models.
Simply perturbing sentences in the evaluation task by switching proper names around causes
accuracy to drop, in varying degrees up to 10 percentage points®. All this points to the high
likelihood that language models are using some artifact in the WSC sentences in order to
determine the right answer on evaluation tasks, but this doesn’t clarify as to what that artifact
is. One proposed explanation is the presence of surface-level statistical associations present in
the benchmark, which could explain how language models could give the correct sentence
such high probability. Trichelair et al found that 13.5% of WSC273 schemas are “associative”,
that is, solvable with surface level statistical association rather than deeper knowledge *. One
such example from WSC273, run on GPT2, is as follows:

Sentence Score

In the storm, the tree fell down and crashed through the roof of my house. | -2.72
Now, I have to get the tree repaired.

In the storm, the tree fell down and crashed through the roof of my house. Now, | -2.68
I have to get the roof repaired.

GPT2 correctly scored the second sentence with a higher score, which is the correct
answer. The supposed knowledge necessary for this task should have concerned the fact that
the roof was broken by the tree, and therefore needed to be repaired. One could interpret
success on this example as evidence for that kind of reasoning being used in the internal
representation of the world that GPT2 has. However, there is an easier explanation. The word
“roof” is more associated with the word “repair” than the word “tree” is with the word “repair”.
This means the fact that the phrase “I have to get the roof repaired” is much more probable
than “I have to get the tree repaired”, regardless of anything else, offsets the score enough for

the model to score the second sentence higher overall.
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To be sure, understanding that the association between roofs and repairing is stronger
than the association between trees and repairing is in fact a form of knowledge. The problem
is, this is not the kind of knowledge that the WSC is trying to evaluate. When assessing
knowledge from language models, we would only like to consider interpretation of the words
outputted under a typical human world-model, as discussed above. The likelihood of particular
phrases co-occurring is not typically the kind of knowledge used to reason in this scenario.
What constitutes “typical human behavior” in these kinds of situations is ultimately quite
subjective, but the general point remains that in evaluation tasks of this kind, it can often be
unclear what knowledge is actually being tested for.

Beyond the WSC, this principle applies for the numerous other commonsense
reasoning and knowledge benchmarks that came after. Three more examples:

e Forreading comprehension tasks, one can completely omit the reading passage and ask
the question and maintain performance above chance®

e For entailment tests (does sentence A entail sentence B), much of model performance
can be explained by the presence of phrases in A repeated in B.*°

e The creation of NLI datasets involving crowdworkers have numerous spurious
correlations and annotation artifacts™

Presently, there is no lack of research into the artifacts that show up in evaluation tasks
which allow language models to succeed without demonstrating the capabilities being tested.
Researchers must take care, when evaluating the results of these benchmarks, to be
conscientious of the ways in which language models can succeed on the benchmarks with
techniques besides knowledge and reasoning. As general purpose indicators of commonsense
knowledge and reasoning behavior, WSC and related benchmarks work well and have
remained the standard ways to test for these capabilities. However, when we are interested in
interpreting the knowledge capacities of language models for large scale, safety critical
applications, these general purpose indicators are likely to prove insufficient. Through these
benchmarks we gain evidence a model is able to behave as if it has knowledge. However, the
exact characteristics and specific types of knowledge encoded by the models remains opaque,
as it is nontrivial to disentangle success on the benchmarks due to deeper reasoning from

* Divyansh Kaushik and Zachary C. Lipton, “How Much Reading Does Reading Comprehension Require? A Critical Investigation of
Popular Benchmarks,” Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing, 2018,
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success due to surface-level correlations. The ultimate goal of interpreting the knowledge
encoded in language models requires methods of evaluating knowledge with greater
organization, greater capacity for visualization, and greater ability to isolate different pieces of
knowledge. To this end, knowledge graphs can serve as a useful formalism for organizing
knowledge for improved evaluation of language models.

Better Representations - Knowledge graphs

Knowledge graphs are a concept that was formalized as early as 1972s* as a way to
represent the transfer of knowledge between a student and instructor. In the broadest sense,
knowledge graphs are simply graph-based abstraction of knowledge, where nodes represent
entities and edges represent relations between different entities®. These are used by Google,
Yahoo, Facebook, Wikidata. The principle behind knowledge graphs is the idea that natural
text, as a way of storing information, is not structured enough for quick manual access.
Representing knowledge in graph form allows for efficient processing by search engine,
chatbots, social media, and other industry systems’. The potential connection between
language models and knowledge graphs was first explored in 2019 by Petroni et al”, who
created a series of probes to see how well language models are able to fill in the relations of a
knowledge graph. With this technique, researchers can extract a knowledge graph out from the
behavior of a language model.

In essence, knowledge graphs are a well-studied formalism for representing knowledge
that have seen wide usage in industry as a way to store information due to their structure and
ease with which they can be manipulated and processed. For these reasons, they also provide a
useful formalism in the space of evaluating the knowledge in language models.

KG completion and structured knowledge

An in-depth literature review on language models and knowledge graphs will be
omitted for use as supplemental material, and only key points will be covered here. Essentially,
a knowledge graph consists of triples in the form

PE. W. Schneider, “Course Modularization Applied: The Interface System and Its Implications for Sequence Control and Data
Analysis.,” PsycEXTRA Dataset, 1973, https://d0i.org/10.1037/€436252004-001.
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(head, relation, tail)

Where “head” and “tail” are entities, and “relation” represents the relationship between
the head and tail. For instance, the following is a triple which represents the fact that the
capital of France is Paris.

(Paris, is_capital_of, France)

These triples can be represented in a graph by assigning each entity a node, and
connecting nodes with labeled edges as specified by each triple. In this way, we can graphically
represent a fairly complex body of knowledge, where each entity can have many different kinds
of relations with many other entities. Research done on extracting knowledge graphs from
language models have investigated the creation of these triples in the following ways

m Given two entities, using a language model to determine the relationship
between them™

m Given a relationship, using a language model to find two objects that
have that relationship*

m Given an object and a relationship, using a language model to find the
second object that the given object has that relationship with *

In the past 3 years, researchers have been working on developing these extraction
techniques and making them more robust and consistent®. Much of the research on language
models and knowledge graphs has been motivated by the potential of using large language
models to augment the knowledge graphs used in industry*’. However, there is a long way to
20 before language models can be used as robust stores of knowledge. Language models will
need much greater consistency, interpretability, and reasoning skills in order to be used as
knowledge bases*. While this poses problems for the adoption of knowledge-graph extraction
techniques for industry usage, a key insight is that the ways in which knowledge graphs
illuminate these flaws of language models actually make them a very effective tool for the
evaluation of knowledge in language models.

3¢ Chenguang Wang et al., "Zero-shot information extraction as a unified text-to-triple translation." arXiv preprint arXiv:2109.11171
(2021).

7 Shibo Hao et al., "BertNet: Harvesting Knowledge Graphs from Pretrained Language Models." arXiv preprint arXiv:2206.14268
(2022).
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Analyvsis of WSC vs KG evaluation

Two papers have caught on to the potential of knowledge graphs for evaluating the
knowledge in language models in a broad sense**. Considering issues of knowledge, reporting
bias, and transparency in light of use of knowledge graphs provides avenues for much more
effective and targeted evaluation of knowledge in language models. We provide an example of
the kind of evaluation that can be done using this formalism:

We want to target a very specific kind of knowledge for evaluation: in this case, we
chose knowledge about the relative sizes of common organisms in GPT2. This is a simple form
of knowledge which can be structured in a knowledge graph easily; nodes are different
organisms, and an arrow between organisms A and B indicates that B is larger than A.
Additionally, the relative sizes of animals can be verified fairly easily when evaluated, but is a
kind of knowledge which falls subject to the problem of reporting bias. In text, most animals
are never compared directly in size to each other; extracting a graph which accurately ranks
the relative sizes of different organisms suggests knowledge about the sizes of animals which
goes beyond surface-level correlations in the text.

To minimize spurious correlations, we use GPT2 to score several sentences of the form
“A are larger than B”, “B are smaller than A”, as well as simple paraphrases. If the average score
of all the paraphrases of “A are larger than B” is larger than the average score of all
paraphrases of “B are larger than A”, then we add the triple (A, is_larger_than, B) to our graph.
Here, a hand-picked list of organisms is used for demonstration.

+Vinitra Swamy et al., "Interpreting Language Models Through Knowledge Graph Extraction." arXiv preprint arXiv:2111.08546
(2021).
# Shibo Hao et al., "BertNet: Harvesting Knowledge Graphs from Pretrained Language Models."



An extracted graph representing relative sizes of organisms

This gives us a measure of how well the language model encodes knowledge about the
relative sizes of organisms. Being able to visualize the relation allows for further investigation.
A few observations can be made to prompt further inquiry:

1. Bacteria and amoeba are consistently ranked as smaller than other organisms.
This is correct behavior.

2. Whales are ranked as larger than all other organisms besides cockroaches and
horses. This is nearly correct behavior

3. Cockroaches and moths are fairly consistently ranked as larger than any other
animal. This is incorrect behavior.



In particular, observation 3 illuminates a potential misunderstanding of the
relationship of size that is encoded in GPT2. Under the principle of reporting bias, we can
hypothesize that text will consistently portray cockroaches and moths as very large. This is
due to the fact that people tend to exclaim hyperboles with respect to these insects such as “I
just killed a MASSIVE cockroach” or “I just saw a huge moth in the bathroom”. In this fashion, it
is reasonable for the model to encode cockroaches and moths as having very large sizes
relative to other organisms. Further tests beyond knowledge graph extraction, can help shed
light on this behavior.

This example provides suggestions for how to use knowledge graph extraction to better
evaluate the knowledge in language models. Cognisance of the nature of knowledge and
reporting bias combined with the clarity afforded by representing knowledge in a graph-based
abstraction allow us to gain deeper, targeted understanding into the knowledge capacities of
language models.

We can draw comparisons between the WSC and knowledge graph extraction:

WSC Knowledge Graph Extraction

Difficult to interpret as a whole Inherently interpretable as a graph
Knowledge tested for in each schema is Knowledge of a single relation is tested for in
complex and mixed each triple

Task is based on the wording of the sentence [ Task is insensitive to paraphrase - can
- paraphrasing would modify the test minimize spurious correlations by averaging
over different paraphrases

Test general knowledge and reasoning Scrutinizes very specific relations and types
capabilities of knowledge

Ultimately, knowledge graph extraction serves as an essential complement to other
standard methods for evaluating the knowledge in language models. Knowledge graphs
provide a formalism which is visualizable, targetable, and less sensitive to spurious syntactic
correlations than other methods of knowledge evaluation. This technique is able to scrutinize
very specific kinds of knowledge, and diagnose, on a low level, areas in which the behavior of
knowledge in language models does not align with what we would like it to. However,
knowledge graph extraction fails to scale up to more complex forms of knowledge and
reasoning. For commonsense reasoning capabilities, which are inherently difficult to



disambiguate and define, the WSC and related evaluation procedures will remain of greatest
use.

Conclusion

Methods for interpreting the knowledge in language models are in need of greater
clarity and rigor. Modern applications of language models typically assume they possess
knowledge, when in use. However, due to the problem of reporting bias, the knowledge
encoded in language models may not accurately represent the world based on the text they
were trained on. Problems can arise due to the lack of functional transparency into language
models, which makes this misalignment in knowledge difficult to diagnose. While present
methods of evaluating knowledge in language models lack the clarity, interpretability, and
specificity needed to scrutinize the low-level knowledge of language models, knowledge graph
extraction can fill these needs.

Previous research in knowledge graph extraction from language models has been
geared towards the potential for language models to augment knowledge graphs for industry
usage. Further research can seriously consider these techniques instead in the setting of
evaluating the knowledge in language models. In particular, the synergy between this new
method of evaluating knowledge and pre-existing ones. Ultimately, interpretability techniques
become more effective overall when different methods are used together. And language models
are in critical need of more effective interpretability.
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